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Abstract.  An approach is described for representing the level of resources consumed by jobs
under the control of a Resource Management System, and it is shown how this measurement of
resource usage can be combined with a notion of user preferences to reflect a restrictive resource-
usage policy for network management.

1  Introduction

Various mechanisms exist for managing contention and allotment of distributed network
resources. One class of these mechanisms attempts to schedule, in the most efficient means possi-
ble, the execution of multiple, simultaneous, jobs on multiple distributed, heterogeneous, comput-
ers [1]  [2]  [3]  [9]  [10] , where each job requires a determinable subset of the resources.

Abstract benefit functions can be used to measure the effectiveness of resource management sys-
tems in satisfying various system and user requirements in the operation of a virtual heteroge-
neous network. Such measurements can be used to drive the RMS scheduling mechanism, as well
as to study the behavior of the RMS.

Of interest is a function for comparing the relative benefits of job scheduling mechanisms when
they are presented with real or hypothetical “data sets” of jobs. As we are not considering a
“benchmark” type of definition which has a predefined data set, the benefit function needs to be
fair regarding the nature of the resource consumption attempted. For example, when comparing
mechanism “A,” scheduling a set of jobs which require 50% of the resources, to mechanism “B,”
scheduling a set of jobs which require 98% of the resources, the benefit function needs to give
more credit for scheduling the more difficult data set (B, in this example).

We develop, in Section 2, an efficiency metric for showing the effectiveness of an RMS in sched-
uling jobs with respect to resource usage. Usage is represented as a ratio of resources scheduled to
resources available. Then, in Section 3 a benefit function is developed, utilizing the efficiency
metrics as well as representations of a job’s priority and preference. A conclusion follows in sec-
tion 4.

2  Resource Usage Efficiency Metric

In the network computing context, users or user programs may request the execution of “jobs,”
which are scheduled by an underlying control program to execute on local or remote computing
resources. The execution of the job may access or consume a variety of network resources, such
as: local I/O device bandwidth; internetwork bandwidth; local and remote CPU time; local, inter-

1. Funded through MSHN, a DARPA/QUORUM project.
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mediate (e.g., routing buffers) and remote storage. The resource usages may be temporary or may
persistent for the duration of the job. As there are multiple users accessing the same resources,
there are naturally various allotment, contention, and security issues associated with the use of
those resources.

The jobs in a particular “data set” are represented by the set J. The number of jobs in J is n. To
characterize resource usage, we will abstract both time and resource usage. We measure time in
Time Units. The total amount of a given resource available during a time unit is one Resource
Unit. Note that this abstract unit will be used to measure the proportion of a resource consumed
by a job, rather than the magnitude of a resource in a given time unit. Each job has an associated
deadline, before which it must finish. Deadlines are measured in time units, from the data set’s
start time. Thus, some jobs may be delayed to start later than other jobs, but this does not affect
the deadlines of the delayed jobs. The length of the longest deadline in J, is T. This can be under-
stood as the overall deadline for the data set. The number of different resources available is [R].
The total number of resource units available over T is:

T x [R]

During each Time Unit (0 <= t <= T), a job (j) requires a fractional amount (0 <= Cjrt <= 1) of
each available resource (r). A resource is considered applicable to a job if and only if the job
requires some but not more than 100% of the resource. The relationship of time, resources and
jobs can be represented in a three-dimensional matrix, as in Table 1 . Here, we see that in time

unit 2, job 1 requires 80% of resource 1 and 20% of resource 2. Notice, that there are some
resource conflicts between these two jobs. In time unit 2 for resource 1 and time unit 3 for
resource 2, the two jobs require more than 100% of the available resources. The RMS could
resolve this conflict, for example, by delaying the start of job 2 for one time unit.

The fraction of resources “required” to resources “available” over the whole data set is:

If the numerator of the above expression is greater than the denominator, then the jobs cannot be
scheduled within the specified deadlines; otherwise, 0 <= Kideal <= 1.

Now, a job will succeed in scheduling only a certain fraction (Kactual) of the resources that it

Table 1: Example Resources Required per job and time unit

Resources Jobs                   Time Units (T = 5)

1 2 3 4 5

Resource 1
job 1 .5 .8 0 .5 .5

job 2 .5 .5 .8 .2 0

Resource 2
job 1 .2 .2 .5 .2 .2

job 2 .3 .5 .7 .8 0

Kideal C jrt T R[ ]( )⁄
r 1=

R[ ]

∑
j 1=

n

∑
t 1=

T

∑=
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requires. For example, a job may run in a degraded format. We introduce the variable Q to indi-
cate the actual scheduling of a given resource:

 (if resource r is scheduled for job j in time t, then Qjrt= Cjrt, else
Qjrt= 0)

The model is that a job either gets all of the resources it requires (Cjrt) in a time unit, or none of it.
Degradation with respect to required resources may occur over time, but not within a time unit.

Kactual is the ratio of resources scheduled to resources required by all jobs:

Kactual

0 <= Kactual <= 1

As stated, the jobs the scheduler attempts to schedule require some fraction (Kideal) of the number
of available resources. Intuitively, Kactual and Kideal look like this:

Kactual = number of scheduled resource units / number of required resource units
Kideal = number of required resource units / number of available resource units

Recall that we wanted to temper the measurement of a mechanism’s success at scheduling (viz,
Kactual) with a notion of how hard of a job it had attempted (viz, Kideal). The efficiency of a net-
work job-scheduling mechanism can be characterized by multiplying the success rate by the diffi-
culty rate:

Efficiency = Kactual x Kideal

                  = number of scheduled resource units / number of available resource units

0 <= Efficiency <= 1

For example, the set of jobs to be scheduled by a mechanism require 80% of the available
resources. It succeeds in scheduling 90% of its required resources. The Efficiency of the mecha-
nisms is:

.9 x .8 = .72

2.1  Job-Scheduling Examples

We will illustrate this notion of efficiency with two simplified network job-scheduling mecha-
nisms. The first mechanism (mechanism #1) knows how to utilize multiple CPUs. The second
mechanism only knows how to schedule jobs sequentially on one CPU.    There are two data sets
to be measured against each mechanism. Since mechanism 1 is smarter, we expect it to be more

t T r R j J∈,∈,≤∀

Q jru C jru⁄
r 1=

R[ ]

∑
j 1=

n

∑
t 1=

T

∑=

Q jrt T R[ ]( )⁄
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R[ ]

∑
j 1=

n

∑
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T
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efficient than mechanism 2.

Data set one has two jobs. The first job requires 8 time units of CPU usage (this could be qualified
for different CPU speeds), meaning that the job can finish in 8 time units if it has full access to a
CPU. This equates to 8 resource units. It requires 50% of the available memory while it is execut-
ing, equating to 4 resource units of memory. It requires 50% of the network bandwidth while it is
executing, again equating to 4 resource units of bandwidth. Job 1 requires completion in 10 time
units after starting. Job two is similar, except that it requires less CPU time, and has a shorter
deadline. The two jobs require a total of 26 resource units. The length of the longest deadline (T)
is 10. For resources, there are two CPUs, memory and network bandwidth, each 100% available
for the duration of T, yielding 40 available resource units1.

The second data set is the same as the first, except that the deadline for job 2 is increased to 14
time units. There are 52 available resource units.

Table 4  shows the result of submitting data set 1 to mechanism 1. The efficiency of this mecha-
nism/data set is:

Efficiency = 26/40 = .65

1. To reflect realistic conditions, some or all of the available resources may be estimated to be less than 100%.

Table 2: Data Set #1

CPU
% of

Memory
% of Total
Bandwidth

Deadline
(time units)

Resource Units
Required

Job 1 8 units 50 (4 units) 50 (4 units) 10 16

Job 2 5 units 50 (2.5 units) 50 (2.5 units) 8 10

Total 13 units 6.5 units 6.5 units -- 26

Table 3: Data Set #2

CPU
% of

Memory
% of Total
Bandwidth

Deadline
Resource Units

Required

Job 1 8 units 50% (4 units) 50% (4 units) 10 16

Job 2 5 units 50% (2.5 units) 50% (2.5 units) 14 10

Total 13 units 6.5 units 6.5 units -- 26

Table 4: Mechanism 1, Data Set 1, T = 10, 40 available units

1 2 3 4 5 6 7 8 9 10

CPU 1
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Table 5  shows the result of submitting data set 1 to mechanism 2. Here we see that the mecha-
nism was not smart enough to utilize the second CPU, so Job 2 did not get scheduled at all. The
efficiency of this mechanism is:

Efficiency = 16/40 = .40

Table 6  and Table 7  show the result of submitting data set 2 to both mechanisms. Both jobs have
enough time to finish the attempted jobs, so they both have the same efficiency. However, notice
that in Table 6 , Mechanism 1 is not as efficient as it is in Table 4 , because the data set in Table 6
is easier.

Efficiency = 26/52 = .5

CPU 2

Memory

Bandwidth

Job 1

Job 2

Table 5: Mechanism 2, Data Set 1, T = 10, 40 available units

1 2 3 4 5 6 7 8 9 10

CPU 1

CPU 2

Memory

Bandwidth

Table 6: Mechanism 1, Data Set 2, T = 13, 52 available units

1 2 3 4 5 6 7 8 9 10 11 12 13

CPU 1

CPU 2

Memory

Table 4: Mechanism 1, Data Set 1, T = 10, 40 available units
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3  A Network Scheduler Benefit Function

In this section, we will pursue the notion of a network benefit function which reflects resource and
priority policies and utilizes the efficiency framework already established. This serves as an
example of our approach; other resource usage policies could also be characterized.

A simple objective function that measures how well a network resource scheduler performs from
a QoS point of view can be expressed as follows [1]  [5] , where B is an abstract per-job “user and
system benefit function:”

That is to say, the network scheduler will be judged as to how well it meets the goals of the system
and the users, as reflected in an expression of B.

3.1  Priority and Preference

Some jobs can produce output in different formats1, where a given format (e.g., high resolution
video) might be more resource consumptive than another format (e.g., low resolution video). A
Quality of Service (QoS) scheduling mechanism might choose one format for a job over another,
depending on varying network conditions (e.g., traffic congestion). The set of formats is repre-
sented by F. Different output formats may have different preferences (e.g., assigned by a user or
“hard wired” as part of the application or job-scheduler database), and different levels of resource
usage.

1. For the sake of simplicity, factors relating to “format” have not been included in the examples of the benefit func-
tion in Section 2. The inclusion of variable output formats for jobs results in an additional dimension of resource
usage and efficiency. Development of this dimension in the expressions of Kideal , Kactual , Efficiency , and Table 1 ,
is left to the reader.

Bandwidth

Table 7: Mechanism 2, Data Set 2, T = 13, 52 available units

1 2 3 4 5 6 7 8 9 10 11 12 13

CPU 1

CPU 2

Memory

Bandwidth

Table 6: Mechanism 1, Data Set 2, T = 13, 52 available units

max B j
j
∑
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The formats for a job are assigned preferences (p) by the user

where  and
mj is the number of <format, preference> pairs assigned for job j
pfj is the preference the user has assigned to format f, job j

the preferences for a job (j) add up to 1:

Jobs are assigned priorities for use in resolving resource contention and allocation issues. For
example, a critical production job might be assigned a higher priority than an optional job. Priori-
ties are typically administratively assigned. In other words, priorities are used to order jobs,
whereas preferences are used to order formats for a particular job.

Pj is the priority of job j, where

A network job scheduler should receive more credit in the benefit function for scheduling high
priority and high preference jobs, as opposed to low priority or low preference jobs. We claim that
a scheduler is intuitively doing a better job if important jobs, as judged by priority and preference,
receive more attention (viz, resources) than unimportant jobs. How much weight the priorities and
preferences are given is a matter of network scheduling policy.

3.2  Benefit Function

To begin with, the expression of Efficiency (see page 3) is simplified with a substitution:

let the expression of efficiency for a particular job (j) and format (f) be:

then the expression of efficiency for a scheduler over all formats and jobs becomes:

We represent preference (p) and priority (P) in a benefit function by averaging them in with the
expression of efficiency (E) as follows1:

1. Similar notions of priority, format and preference in measuring network efficiency have been proposed
[6]  for the MSHN project, however, “B” defines different relationships among these elements.

0 p 1≤ ≤

j∀ J∈ p fj 1=
f 1=

m j

∑

0 P j 1≤ ≤

E fj Q fjrt R[ ]T( )⁄
r 1=

R[ ]

∑
t 1=

T

∑=

Efficiency E fj
j 1=

n

∑
f 1=

mj
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Where the characteristic function X is defined for f, j as:

Xfj = 1 if format f was successfully delivered to job j within time Tj, else 0

subject to:

 --at most one format is completed per job; f represents a particular <format, preference> pair1

3.3   Network Usage Policies

Network usage policies can vary widely. For example, restrictive usage policies (which include
economic policies) attempt to moderate resource usage with usage-cost factors. In contrast, a pri-
ority-based policy emphasizes priority, diminishing the importance of a job’s resource consump-
tion. An ISP might manage its network of customers with an economic policy. A military
information center might utilize a priority policy. ISP customers would be motivated not to “hog”
network resources, by the cost incurred; whereas the military might want to ensure bandwidth to
critical command-related jobs, at any cost.

Consider the analogy of water usage. The network is like a river, with citizens on the banks con-
suming water. The ISP and the military, in our example, are separate communities, and each have
their own rivers. A set amount of water (viz., the resource) is flowing by and is available for use.
The water that is not used flows past the community and is gone forever (here, our analogy breaks,
as rivers are actually part of a globally replenishing cycle). So there is not a motivation to “con-
serve” water, other than to ensure that there is enough to go around at any given moment, and that
it is allotted fairly. What is “fair” in a given community constitutes their water usage policy. Now,
each community might have enough citizens to consume all of the water at periods of great usage.
The ISP moderates the use of water, establishing a graduated policy: the first n units of water are
charged at a low rate per gallon, while consumption above this limit is charged at a higher rate.
The military (in this example) allows unlimited use to those with the highest priority, and divides
up what is left among the lower-priority users.

If there is a drought, the river runs low. This is analogous to periods when there are equipment
failures on a network.

3.4  Considering Resource Usage in the Benefit Function

In order to reflect a restrictive usage policy, we will modify the benefit function to give more
credit to the scheduler for minimizing resource consumption. In other words, not only will the

1.  This expression reflects the simplifying assumption that a job has the same <format, preference> pair throughout
its execution; whereas an adaptive RMS might enable changing format during the execution of the job.

B

X fj P j p fj E fj+ +( )
f 1=

m j

∑
j 1=

n

∑
3n

-------------------------------------------------------------------=

j∀ J X fj 1≤
f 1=

m j

∑
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scheduler score high for maximizing priority, preference and scheduling goals, it will also do bet-
ter if it meets these goals using fewer resources. This resource usage policy will facilitate the
addition of new jobs to a set of running jobs, to the extent that it motivates the availability of
resources (Venkatasubramanian and Nahrstedt consider both resource consumption and user satis-
faction in developing their metric of video QoS [8] ).

A user may give a high preference to a job that requires high resource usage. We modify the pref-
erence term (p) with a representation of the job’s (j) required resource usage1, for a given format
(f).

let Rfj = 1 - Kideal.f.j

p*fj  = (pfj + Rfj) / 2

where , and a low Rfj indicates high resource usage. Note that in our formulation

we have given equal weight to pfj and rfj; other weightings are possible

Table 8 shows an example of this modification to p. Here, we see preferences modified according
to resource usage. There is no change for preferences whose values equal their resource usage val-
ues. A high preference job (.9) with high resource usage (.1) has a reduced preference; whereas, a
low preference job (.1) with low usage (.9) results in an increased preference.

Using this modified preference value, the scheduler will receive more credit for scheduling jobs
that combine both high user preferences and low resource usages.

3.5  Final Expression of Benefit Function

Different priority policies can also be represented by giving more or less weight to the job’s prior-
ity, with a policy weighting factor (integer W), :

1. Kideal, from Section 2, is expanded here with respect to job and format

Table 8: Preference Modified by Resource Usage

Job Preference

.1 .3 .6 .9

R
es

ou
rc

e 
U

sa
ge .1 .1 .2 .35 .5

.3 .2 .3 .45 .6

.6 .35 .45 .6 .75

.9 .5 .6 .75 .9

0 R fj 1≤ ≤

W 0≥

B

X fj W P j p∗ fj E fj+ +( )
f 1=

m j

∑
j 1=

n

∑
n W 2+( )

----------------------------------------------------------------------------=



10 Resource Usage and User Preferences in Benefit Functions

The benefit function now reflects the average of Efficiency, preference and priority of the jobs that
are submitted, as modified by the policies for priority and resource usage.

4  Summary

An approach for characterizing resource usage has been presented. This approach was used to
develop a metric for resource-usage efficiency. The metric is applicable in the context of our
ongoing work to represent security in an RMS benefit function [6], and to articulate a costing
framework for security, that, for example, might be provided to a resource management system
[4]. We have illustrated an example of applying this metric to two simplified schedulers. The effi-
ciency metric was then combined with expressions of priority and preference to create a benefit
function (B) which would reflect scheduler effectiveness in meeting user and system goals.
Resource usage was also used to modify the user preference variable to indicate an economic
resource management model.

Symbols Summary

B = benefit function

Cjrt = amount of resource r required by job j in time t

Efj = efficiency of a particular job and format

Efficiency = efficiency of a network job-scheduling mechanism

F = {formats}

J = {jobs}

Kideal = fraction of total resources required by a job data set

Kactual = fraction of required resources scheduled for a job data set

mj = number of <format, preference> pairs for job j

Pj = priority of job j

pfj = user preference for format f in job j

p*fj = user preference modified with respect to R

Qjrt = amount of resource r consumed by job j in time t

Rfj = inverse of Kideal for a given job/format

R = set of schedulable resources

[R] = number of distinct resources

T = latest deadline in a job data set

Tj = deadline for job j

W = policy weighting factor for priorities

Xfj = indicates if format f was successfully delivered to job j within time Tj

0 B 1≤ ≤
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